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Abstract:   

Today most of the organisations are failing to retain the valuable employees. As high Employee 

attrition rate can never be positive sign for an organization, it is necessary to identify, organize 

and manage the factors affecting Employee attrition.  Present paper focused on developing an 

algorithm to predict employee attrition rate by considering the factors affecting employee 

attrition. Data considered for the study has been collected from secondary source Kaggle Data 

sets. Simple random sampling Technique is used. Data containing 35 different attributes or 

factors of 1,500 employees belonging to IT Companies were selected. Python is used as a tool 

for conducting Data analytics. An exploratory data analysis constructed to see the effect of 

every factor against employee attrition. Feature Engineering was performed to select the most 

influencing factors affecting Employee attrition rate. Feature selection gave the five most 

influencing factors driving towards employee attrition rate. Further a machine learning 

algorithm Logistic regression was applied as its accuracy rate is high as compared to other. 

Based on the predicted Employee attrition rate, we have calculated Employee turnover rate. 

Major factors affecting the Employee attrition rate are identified as Environment satisfaction, 

Job involvement, Job satisfaction, Relationship satisfaction, Work life balance. Employee 

turnover rate is calculated by predicting Employee attrition rate. Total turnover rate is 16.122%. 

There could be lot of factors or the variants that could affect employee attrition. Present paper 

helps to study how various significant factors influence the attrition of employees and what 

kind of working environment drive towards attrition.  
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1. Introduction and Related work: 

Profit generation and organisational success will be the primary motive of any organisation. 

This can be achieved with the efforts of efficient human resources of an organisation [1].To 

meet the competitive advantage organisations are hunting for capable human resources. With 

this advent, every successful organisation has to look forward to retaining efficient people as 

their attrition rate is increasing day by day and this loss of employees will have a severe impact 

on the ability of organisation to succeed [2]. 

 

In general, there might be many personal or organisational factors that decide employee 

attrition[3].Some researchers focused on machine learning techniques to study organisational 

factors which lead to employee attrition[4].Some studies analysed the reasons why employee 

quit the company and suggested improving incentive structure and work environment as 

measures to retain employees[5]. Data mining techniques were applied to study employee 

turnover [6]. 

 

People’s analytics with a combination of data integration, Insight generation, and 

Organizational and workforce analysis help to track employee activities for assessing employee 

performance. However HR functions need to know the most influencing factors leading to 

employee attrition. HR analytics tools like Python can develop Logistic Regression machine 

learning algorithms to predict the accurate attrition rate of employees [7]. 

 

Many studies have concentrated on classification and data sampling methods but the 

application of Feature engineering [8, 9] for identifying the most influencing factors affecting 

employee attrition rate was rarely studied. Hence for the present study feature selection method 

was adopted and identified the five most influencing factors among thirty-five different 

attributes that lead to predicting employee attrition and turnover rate. 

 

2. Methodology 

Data considered for the study has been collected from secondary source Kaggle Data sets. A 

simple random sampling Technique is used. Data containing 35 different attributes or factors 

of 1,500 employees belonging to IT Company were selected. Python is used as a tool for 

conducting Data analytics. An exploratory data analysis was constructed to see the effect of 

every factor on employee attrition. Feature Engineering was performed to select the most 

influencing factors affecting Employee attrition rate. Feature selection gave the 5 most 

influencing factors driving towards employee attrition rate. Further, a machine learning 

algorithm Logistic regression was applied as its accuracy rate is high as compared to others. 

Based on the predicted Employee attrition rate, we have calculated the Employee turnover rate. 

The data set contains different features with descriptions related to employees as given in Table 

1. 

 

2.1 Exploratory Data Analysis:  

To perform prediction, we need to understand the data and find insights based on analysis then 

perform an algorithm to predict employee attrition rate. To understand the data we need to 
perform exploratory data analysis and determine the hidden insights present in the data and 

how these are effecting employee attrition. 
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Table1:Variable Features and data types description 

 

 
 

Portfolio Report: Number of observations, number of variables, total size in memory, total 

missing (%), Variable types.   

 
Fig1: Portfolio Report 

 

Portfolio report is one of the library in python which can be useful to analyze each feature and 

gives the report which contains Distinct count, missing(%),unique, infinite(%), missing(n), 

mean, infinite(n), minimum, maximum, zeros and other data based on feature. 

 

2.2 Correlation Matrix: 

The correlation matrix explains the dependency between the attributes. We can able to see the 

dependencies between the features by using a heat map. In our data the different features like 

age, daily rate, and distance from home, education etc. are correlated. 

 
Fig2: correlation matrix 

2.3 Visualizations of categorical features: Predicting employee attrition we need to 

understand the data and find insights in the data so that Data contains different features these 
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are categorized as categorical and numerical. The features of categorical type are business 

travel, department, education, environmental satisfaction, Gender, and Job Role. 

 

  

 
 

  

 
 

Fig 3: Relation between Employee Attrition and Business Travel, Education, Department, 

Environment satisfaction, Marital Status, Gender, Job role  and Job involvement 
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Fig 4: Relation between Employee Attrition and Over time, Stock level option, Training 

time, current Manager, Education field and No. of Companies worked. 

 

2.4 Visualization of numerical features: 

To apply the algorithm, we have analyzed numerical features data in our data set with employee 

attrition rate. We have analysed employee attrition with different factors like Age, Daily rate, 

Hourly rate, distance from home,  Monthly income, job involvement, percentage of salary hike, 

total experience, years of service at the company, and service in a current role, since with last 

promotion, years with current Manager. 
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Fig 5:Employee attrition rate w.r.t Age, Daily rate, Hourly rate, distance from home,  Monthly 
income, job involvement, percentage of salary hike, total experience, years of service at 

company, service in current role, since with last promotion, years with current Manager. 

2.5 Visualization of Categorical vs Numerical Features 

In next step we are analyzing both categorical and numerical features  
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Fig 6: Age vs Gender and Marital Status w.r.t Attrition Rate 

 
Fig 7: Age vs Job Role and Education Field w.r.t Attrition Rate 

 

 
Fig 8: Monthly Income Vs gender and marital status w.r.t Attrition Rate 
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3. Results and Discussion 

Feature Engineering 

After analyzing all the selected features that affect the employee attrition rate i.e. total 

satisfaction, five features namely Environment Satisfaction, Job Involvement, Job Satisfaction, 

Relationship Satisfaction, and Work-Life Balance are selected, as these are identified as the 

most influencing factors that affect the employee attrition rate. 

df['Total Satisfaction'] = (df['Environment Satisfaction'] +  df['Job Involvement'] +  df['Job 

Satisfaction'] + df['Relationship Satisfaction'] df['Work Life Balance']) /5 

 
Fig 9: Total Satisfaction 

 

Machine Learning Algorithms: 

To predict employee attrition, we have to apply algorithms based on our data set for better 

results. In present context, researcher has selected Logistic Regression. 

 

Logistic Regression: 

Logistic Regression is used in statistics as a model of mathematics to approximate the 

possibility of occurrence of events based on past statistics. Binary data is the mechanism used 

in it. If an occurrence takes place it is considered as “1” and the event that does not happen is 

considered as “0”.  
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Output: 

 

 
 

HR Metrics Calculation: 

In present data set employee attrition rate is calculated for target column.  

Number of employees left the Organization 

Turnover rate =  

Total number of Employees during the year 

Turnover Rate= [237/1470]*100 = 16.122% 

Therefore, Total turnover rate in a given year is 16.122% 

 

4. Conclusion and Future scope: 

Employee and organization's investment in employees is very valuable; therefore it is advisable 

to reduce the Employee attrition rate as much as possible. Employee attrition could be due to 

many factors as explained in the present paper. The present study aims to predict employee 

attrition and develops an algorithm to predict employee attrition rate using the logistic 

regression method with feature selection. Prediction is made by considering the factors that 

affect employee attrition. In the data set the interrelation between every attribute to attrition 

rate is analysed and the most impacting attributes were identified for overall satisfaction as 

work environment, job involvement, job satisfaction, relationship satisfaction and work-life 
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balance. These were selected and considered for the Feature engineering prediction process. 

Various algorithms like decision tree, logistic regression, and linear regression were performed 

and among all algorithms, logistic regression suits as the best algorithm as it gives high 

accuracy in both true and false scenarios. The paper also highlights the KPI- Key performance 

indicator - Turnover rate which is the most used HR metric. From the data set Total turnover 

Rate in a given year can be declared as 16.122%.Attrition cannot be removed but can be 

reduced hence companies need to concentrate on measures to improve the work environment, 

job involvement, job satisfaction, relationship satisfaction and work-life balance.  

 

Nevertheless, there is a scope for improvement of the study by trying several sampling methods 

to evaluate the results and to find an optimum sampling technique for the study. Several 

retention strategies for employees can be developed based on employee turnover factors 

identified by the study. Further neural networks can be used to observe datasets and predictions. 

Furthermore, a cloud platform through a web interface can be developed which helps 

organisations in predicting employee attrition. 
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