
Journal of Informatics Education and Research 
ISSN: 1526-4726 
Vol 5 Issue 3 (2025) 

3398 http://jier.org 

 

 

Leveraging Social Network Analysis For Optimized Community Detection: 

Insights From Global COVID-19 Datasets 

Sandeep Ranjan1*, Bhuvan Unhelkar2, Deepak Prashar3 

 
1CTIEMT, Jalandhar, India ersandeepranjan@yahoo.com 

2University of South Florida, USA bhuvan.unhelkar@gmail.com 
3Lovely Professional University, Phagwara, India deepak.prashar@lpu.co.in 

 

 

Abstract:- 

This research paper explores social network analysis for detecting communities within 

COVID-19 dataset to enhance pandemic outbreak response and prediction. Advancing 

community detection techniques, especially in the early stages of the pandemic, enables an 

improved understanding of its emergence and trajectory, resulting in optimized response 

effectiveness. The study employs network modeling, data visualization, and correlation 

analysis to identify communities in global COVID-19 data. Networks are created with case 

counts, deaths, and recoveries, and a community detection algorithm is applied to uncover 

clusters and pandemic trajectories. The clean and detailed COVID-19 data enables a 

comparative analysis of populations with varying mortality and recovery rates, enriching the 

community detection process. The paper also introduces a graph generator using Gaussian 

distributions to create realistic sparse networks, providing synthetic data for further analysis. 

The key contribution of this study is enhanced preparedness in identification, clustering, and 

tracking a potential pandemic. Future research will focus on dynamic networks to track the 

evolution of communities over time and integrate statistical models to enhance the realism of 

network structures. 
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Introduction: 

Response to the COVID-19 pandemic presents an opportunity to learn how to optimize 

community detection and apply it to develop effective mitigation strategies for future events. 

The insights can help governments develop policies and frame decisions ((Pang & Lee, 2022) 

(Jairam-Owthar et al., 2022). This study utilizes social network analysis (SNA) to enhance 

community detection and forecast pandemic patterns. A comprehensive dataset in CSV 

format, encompassing variables such as WHO regions, confirmed cases, deaths, and 

recoveries from various countries is utilized. Initially, data is cleaned using Pandas to address 

missing values and duplicates. Next, advanced visualization tools like Matplotlib and 

Seaborn are used to identify key metrics such as confirmed cases and mortality rates. These 

visualizations aid in identifying trends and patterns among the most affected regions, 

enabling comparative analysis of the pandemic's progression. Additionally, we utilize 

network analysis techniques to model relationships between different international locations. 

Specifically, we use the Louvain modularity optimization approach to detect communities 

within the network, allowing us to identify clusters of closely linked regions based on 

COVID-19 features and gain valuable insights into the virus's global spread. Integrating 

community detection with predictive analysis enables this study to deepen understanding of 

pandemic clusters and pathways, resulting in effective and optimized response strategies. 
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Literature Review and Gap Analysis: 

Network-based analyses have heavily influenced the examination of COVID-19's initial 

global dissemination. Wickramasinghe (2021) conducted a groundbreaking study that utilized 

actual travel data to map countries as nodes and travelers as connections (Wickramasinghe, 

2021). Network theory and exponential random graph models, as applied in this study, have 

helped identify key locations and patterns in disease transmission. Four network discovery 

algorithms – Louvain, Infomap, Label Propagation, and Spin Glass – have been employed in 

this study to uncover community structures using COVID-19 data. The algorithms' 

performance is evaluated using similarity metrics such as the adjusted Rand index and 

normalized mutual information. 

Wickramasinghe's study had a notable limitation due to the absence of genuine local data, 

prompting simulation techniques to generate synthetic networks. Two types of random graph 

generators have been used to study the spread of COVID-19: Gaussian random partition and 

a specialized Gaussian mixture technique. These simulations aimed to create sparse networks 

that resemble disease spread patterns. The results revealed that sparse networks with low 

edge probabilities in high-density areas were effective for local detection (Lee et al., 2022). 

The accuracy of community detection was affected by network parameters, including the 

average length and diversity of nodes. Heat maps illustrated the effects of various community 

variables on algorithm performance (Nallusamy & Easwarakumar, 2023). Among the 

algorithms tested, Louvain achieved the highest accuracy, Infomap performed well for sparse 

networks, while Label Propagation underperformed. 

Shabdiz et al. (2023) analyzed the effect of COVID-19 on the iris of diabetic patients by 

integrating network science with community detection technologies to enhance COVID-19 

pandemic transmission models (Shabdiz et al., 2024). A significant innovation in that study is 

the development of a novel random graph generator that leverages multiple Gaussian 

distributions to create more realistic, sparse network structures. This method addresses the 

limitations of earlier Gaussian random splitting techniques and generates synthetic data that 

more accurately reflects real-world disease patterns. A significant innovation in that study 

was the development of a new random graph generator that utilizes multiple Gaussian 

distributions to create more realistic sparse network structures. This approach addressed the 

deficiencies of previous Gaussian random splitting methods and produced synthetic data that 

better approximates actual disease data. 

Despite these advancements, several gaps remain. The reliance on simulated data rather than 

authentic global data limits the applicability of findings to real-world scenarios. Bolaji (2021) 

emphasized the need for rigorous method comparison and performance evaluation in the 

context of network variables to bridge this gap (Bolaji, 2021). Westarb et al. (2023) 

emphasized the importance of understanding local detection methods and recommended a 

nuanced approach to algorithm selection based on network characteristics (Westarb et al., 

2023). Social network data analysis focusing on community structures revealed interesting 

insights into donor behavior in non-profit organizations which has applications in predicting 

behavior patterns (Alsolbi et al., 2023; Gulati et al., 2024). Extensively harnessed social 

media data can be used to enable pattern identification and optimized decision-making 

(Unhelkar & Gonsalves, 2021). 

Further research by Čížková (2022) analyzed disease transmission modeling through global 

COVID-19 mobility data and simulations (Čížková, 2022). This study used exponential 

random graph models to analyze cross-border link factors and applied community detection 

algorithms to identify clusters. However, the absence of established data was a significant 

limitation, indicating the need for improved simulation methods. 
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Zhang et al. (2021) and Abdulla & Khasawneh (2022) assert that networks with low inter- 

region boundaries and high intra-region edge probabilities enhance community recognition 

accuracy (Abdulla & Khasawneh, 2022; Zhang et al., 2021). Louvain method was identified 

as the most accurate, while Infomap showed improvement in sparse networks. Their study 

also indicates a need for enhanced graph generators and simulation techniques to advance 

disease transmission models. 

Studies highlight significant advancements in utilizing network analytics for disease 

modeling yet critical gaps persist, especially concerning the availability and authenticity of 

data and the ensuing analytics. Addressing the current gaps is essential to enhance the 

accuracy of community detection and deepen our understanding of disease dynamics within 

complex networks. Integrating real-world data with advanced simulation methods and 

flexible statistical distributions helps model irregular community sizes and structures. 

Addressing these gaps enhanced the accuracy of community detection and improved our 

understanding of disease dynamics in complex networks (Fahad Alkhamees et al., 2021; Oza 

et al., 2023). The authors prioritized integrating real-world data with advanced simulation 

methods and flexible statistical distributions to model irregular community sizes and 

structures better. 

Social media blogging platforms are a rich source of datasets to study the formation of online 

communities and complex networks. (Matherly & Greenwood, 2024; Safadi et al., 2024) 

Identifying community structures in these networks helps in predicting the spread of 

interactions and assess its effects on social network users. Positive and negative correlations 

can be helpful to the owners and promoters, or government entities assess the situation and 

adjust their future course of action. Normalization and standardization techniques facilitate 

comparative analysis of the general public’s collective wisdom posted on social media 

platforms (Dadkhah et al., 2021). Customers use social media analytics in crucial decision- 

making circumstances, such as when selecting stocks for investments and making a 

buy/sell/hold decision (Havakhor et al., 2023; Ranjan et al., 2018). 

Research Methodology: 

The primary aim of this research is to apply Social Network Analysis (SNA) to identify 

communities in COVID-19 dataset to develop an efficient strategy for improved outbreak 

response and prediction. Cluster Analysis in this study uses Python to predict future 

pandemic patterns for effective response. The following are the objectives of this study: 

1. Community Clustering: Use the Louvain Modularity algorithm to perform community 

clustering of the dataset, identifying and analyzing communities with similar pandemic trends. 

This clustering will enable the detection of regional patterns and group dynamics in pandemic 

progression. 

2. Trend Identification: Analyze pandemic trends, including cases, survival rates, deaths, and 

recoveries, through data visualization. This will reveal how the pandemic has progressed 

differently across countries and help identify common trends and patterns. 

3. Network Community Detection: Utilize network analysis techniques to detect communities 

with similar patterns across different countries. This will enhance the understanding of global 

outbreak spread based on the clusters produced by the Louvain Modularity algorithm. 

Problem Statement: 

The COVID-19 pandemic resulted in millions of deaths worldwide. Physicians and other 

healthcare professionals utilized social media platforms to disseminate knowledge and 

awareness of the pandemic (Y. Liu et al., 2023). Despite the wealth of worldwide statistics 
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there remains a gap in understanding the complex mechanisms of pandemic trajectories. 

Social network community analysis can enhance the scientific understanding of the social, 

economic, and health factors predicting pandemic severity and spread. This research aims to 

address this gap by analyzing a dataset tracking COVID-19 indicators across 187 nations, 

employing a combination of clustering, correlation analysis, graph-based community 

detection, and data visualization techniques. The primary challenge is the development of a 

robust computational framework that highlights significant factors, connections, and trends in 

global pandemic dynamics. 

Data Collection 

The dataset used for this research is sourced from Kaggle and includes comprehensive 

information on COVID-19 cases (Devakumar, n.d.). This dataset was selected for its 

extensive quantitative metrics, which are crucial for modeling and analysis. 

The dataset encompasses data on 187 countries, providing details on COVID-19 indicators 

such as admissions, deaths, recoveries, active cases, and weekly changes, as shown in Figure 

1. It includes 15 columns with metrics such as deaths per 100, recoveries per 100, and 

cumulative statistics. The data allows for monitoring both weekly and cumulative epidemic 

trends and supports standardized cross-country comparisons through coefficient calculations. 

Additionally, the dataset categorizes countries by WHO regions, facilitating geographical 

analysis (Matta et al., 2023). 

Figure 1: Displaying the first five rows of the dataset 

The first five rows of the dataset are displayed to provide an overview of the dataset columns 

for the rest of the analysis. There is a significant disparity in the recovery rates. Afghanistan's 

rate hovers around 69%, while India's exceeds 93% (Rostami et al., 2023). The weekly 

percentage increase indicates fluctuations in this outbreak. Zambia's figure of 36.86% 

suggests the spread of an epidemic. This extensive dataset can be utilized for international 

and country-specific assessments of the impacts and responses to the COVID-19 pandemic 

globally. 

The df.info function provides comprehensive dataset information that ensures the data aligns 

with expectations before proceeding with analysis and visualizations, enabling the early 

detection of abnormalities. Null values and columns are checked to determine the extent of 

cleaning required and the types of visualizations needed. Figure 2 provides a snapshot of the 

results generated by the df.info function. 

 

Research Design 

The research design outlines a structured approach for systematically collecting and 

analyzing important data (Zarezadeh et al., 2022). The methodology to identify the 

community structures in the COVID-19 dataset has been designed for examining the structure 

and addressing the subject of the study. In this research, a multivariate regression analysis is 

employed alongside a quantitative correlational design (Rustamaji et al., 2023). 
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Figure 2: Snapshot of the df.info function results 

We use quantitative research design, as recommended by Bi et al. (2020) for time variant 

community structures (Bi et al., 2020). We have used multivariate regression analysis to 

examine multiple predictor variables and their relationships with life satisfaction 

simultaneously. This method allows for a more comprehensive examination of the 

interactions among independent variables compared to bivariate correlation analysis, which 

only examines relationships between pairs of variables. By using multivariate regression, we 

aim to gain deeper insights into how age, income, and education level collectively influence 

life satisfaction, thus improving the predictive accuracy and relevance of our findings. 

Research Strategy 

This study employs a comprehensive algorithmic approach to analyze the global impact of 

COVID-19 using a dataset that tracks pandemic indicators such as confirmed cases, deaths, 

and recoveries across 187 nations. The research is structured around three key areas: 

1. Community-Based Network Analysis: The first phase involves applying community 

detection algorithms to identify clusters of nations that exhibit similar pandemic trajectories. 

By grouping countries with comparable patterns in case progression, fatalities, and recoveries, 

the algorithm will facilitate a comparative analysis aimed at identifying the differences and 
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similarities in community-level responses. This approach will help isolate common patterns 

and responses to the pandemic (Yassine et al., 2021). 

2.  
3. Correlation Analysis: In the second phase, statistical modeling will be used to assess 

the relationships between diverse COVID-19 metrics (e.g., confirmed cases, fatalities, 

recoveries) and derivative indicators such as recovery rates and death rates over time. The 

goal is to uncover significant correlations and predictive relationships that could provide 

insight into the dynamics of pandemic containment or spread. This process will highlight key 

factors that may influence the course of the pandemic in different nations (Biju et al., 2023). 

 

4. Data Visualization: The final phase focuses on creating visualizations of critical 

COVID-19 trends, offering clear representations of the relationships between various 

pandemic indicators. By mapping these metrics, the study aims to identify specific country- 

level trends and patterns. These visualizations will not only display pandemic progress over 

time but also allow for a more intuitive understanding of how various factors interrelate 

(Scepanovic et al., 2020). 

Integrating community detection, correlation analysis, and visualization techniques, the 

proposed study models for an improved outbreak response and prediction of the global 

pandemic. The model aims to provide a clearer interpretation of the statistics of global 

dynamics of the pandemic. This model allows for further comparative analysis aimed at 

identifying the differences and similarities among community-level experiences depicted in 

the code snippet in figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Code For Community Detection using Louvain Modularity 

Sampling Technique 

The Kaggle dataset lacks information on the origin and sampling methodology. The dataset 

covers a wide range of countries with different geographic locations, economic statuses, and 

pandemic outcomes. A stratified sampling approach ensures representation across various 

global parameters such as case counts, income levels, and regional locations. The selection 
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pattern includes a diverse range of nations. As a result, the dataset captures a representative 

cross-section of international COVID-19 data, allowing for comparative analysis across 

different country groups based on specific characteristics. 

Analysis, Results and Discussion 

Data Cleaning and Preprocessing 

To manage the COVID-19 indicator data for the five sample countries, an initial dictionary, 

titled `Data`, is created to store relevant metrics. Each key in the dictionary represents a 

specific data column, such as recovery percentage or confirmed cases, and each row 

corresponds to a country’s data. This dictionary format organizes the data, preparing it for 

conversion into a DataFrame (Weir, 2020). 

Using the Pandas library, the dictionary is transformed into a DataFrame object named `df` 

through the DataFrame constructor. This conversion organizes the data into a tabular format 

with rows and columns, accommodating fifteen distinct metrics and indicators. Pandas 

facilitates data management by offering a high-level, optimized interface for statistical data 

operations, including effectively handling null values. The `.isnull()` method is employed to 

identify missing values in each column, ensuring no zeros and confirming the presence of 

missing data. 

Subsequent data cleaning steps include using `.drop_duplicates()` to remove any duplicate 

rows, thus maintaining data integrity and ensuring that the results of the study are not skewed 

by repeated entries. The `.astype()` method is then used to typecast the WHO Region field as 

a categorical variable, enhancing readability by representing area names with alphanumeric 

characters rather than numerical codes. 

The first five entries of the DataFrame are printed to verify the preprocessing and cleaning. 

This provides a snapshot of country names and confirms that the data has been correctly 

structured and cleaned. With these steps completed, the data is prepared for statistical 

analysis, machine learning model training, or further simulations (Song et al., 2019). Data 

purity is crucial for maintaining quality and avoiding spurious results in subsequent analyses. 

 

Data Visualization 

This code utilizes the Seaborn and Matplotlib packages to create visualizations of the data. 

The Seaborn attribute is set to a whitegrid style, presenting data with a white background and 

grey gridlines. The first visualization is a bar chart displaying the top ten countries based on 

the number of confirmed cases. The DataFrame is sorted to achieve this, and the top ten rows 

are selected. The bar plot uses the "viridis" color palette, with countries on the y-axis and 

cases on the x-axis. Figure 4 shows the first 5 countries (alphabetically) from the dataset and 

their confirmed cases of COVID-19 infection. 
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Figure 4: Bar plot for the first five rows/countries with confirmed COVID-19 cases 

The process of visualizing data involves several important steps for effectively presenting and 

analyzing COVID-19 metrics for specific countries. These steps are as follows: 

1. Bar Plot: A bar plot is created to compare the number of confirmed COVID-19 cases 

across five countries: Afghanistan, Algeria, Albania, Angola, and Andorra. The plot shows 

that Afghanistan has the highest number of confirmed cases, followed by Algeria. This visual 

representation makes it easy to compare the magnitude of confirmed cases among these 

countries (Abdulla & Khasawneh, 2022). 

2. Scatter Plot: The second visualization is a scatter plot that compares fatalities per 100 cases 

with recoveries per 100 cases shown in figure 5. Each dot on the plot represents a country and 

is color-coded according to the WHO region, with the size of the dot proportional to the 

number of cases. The scatter plot uses the "Set1" color palette for differentiation. The plot is 

carefully formatted with a legend indicating the WHO regions, clear labels on the axes, and 

an informative title to enhance readability (Zheng et al., 2021). 

3. Correlation Matrix Heat Map: A correlation matrix heat map visualizes the relationships 

between variables. This heat map, generated using Seaborn’s heatmap tool, displays the 

correlation coefficients ranging from -1 to 1, indicating the strength and direction of 

relationships between variables shown in figure 6. The heat map includes detailed 

dimensions, formatted fonts, titles, and a color bar legend to aid in interpreting the 

correlations (Cassule et al., 2023; Ma et al., 2020). 
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Figure 5: Displaying the scatter plot for deaths and recovery cases in WHO regions 
 

Figure 6: Correlation Heat map Visualization for infection and recovery statistics 

 

The visualizations provide an in-depth exploration of the COVID dataset by analyzing 

correlations among variables, comparing results between countries, and examining mortality 

versus recovery (Lai et al., 2023). Using just a few lines of code, they leverage the integrated 

pandas and Matplotlib/seaborn functions to enable quick evaluation and visualization. As a 
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result, these visualizations provide insights into the COVID-19 infection and recovery data 

for the decision-makers. 

 

Data Modelling 

To effectively visualize and analyze COVID-19 data, Matplotlib, NetworkX, and Pandas are 

employed. Initially, data is imported into Pandas and NetworkX for dataframe manipulation 

and network graph creation, respectively. A DataFrame, populated with COVID-19 metrics, 

serves as the foundation for the network model. A NetworkX `Graph` instance is instantiated 

to represent this network, where each row in the DataFrame corresponds to a node in the 

graph, with attributes derived from the DataFrame's rows (Pan et al., 2022). Edges are then 

established by iterating over all possible node pairs, with inclusion criteria tailored to the 

specific analysis requirements, resulting in a fully connected network that reflects node 

connectivity and similarity. 

Community detection is performed using the Louvain algorithm implemented in NetworkX, 

which identifies clusters or modules of densely linked nodes, thereby revealing distinct 

communities within the network (M. Liu, 2022). For visualization, the graph is arranged 

using the Spring layout algorithm, which positions nodes based on their connectivity. Node 

colors are assigned using the continuous Viridis colormap, and node labels are derived from 

the DataFrame index, facilitating clear identification of local detection results and regional 

groupings (Dwi Putra Aditama & SN, 2020). The entire process, including the transformation 

of the DataFrame into a graph, clustering of nodes, and visualization, is executed efficiently 

in a succinct Python codebase, providing a robust framework for network analysis and 

visualization. Figure 7 shows the results of the Louvain modularity for the first five countries 

(alphabetically) from the dataset. 

Figure 7: Plotting the result nodes generated using Louvain Modularity for 

alphabetically top 5 countries 

 

Conclusion, Limitations, And Future Research Directions 

This study utilized data visualization, correlation analysis, and network modeling techniques 

to conduct a comprehensive cross-national analysis of COVID-19 data. By developing a 

predictive model for identifying the early stages of major outbreaks, the research aimed to 

improve both the speed and precision of response strategies. The results highlight the 

immense potential of these models to enhance outbreak forecasting and enable timely 
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interventions. Through thorough data cleaning and the creation of preliminary visualizations 

as comparative graphs and correlation matrix, the study uncovered key insights into the core 

relationships between the number of cases, deaths, and recoveries in each of the countries. 

Additionally, the application of community detection methods identified clusters of countries 

with similar transmission patterns, effectively modeling these nations as interconnected 

networks based on COVID-19 characteristics. These findings demonstrate the efficacy of 

integrating machine learning and network science approaches to support global pandemic 

response efforts and contribute to more informed decision-making during health crises. 

This study has some limitations. First, the dataset relied solely on publicly available 

information, which may not fully capture the complexity of pandemic dynamics due to 

incomplete or inconsistent reporting across countries. Moreover, the static nature of the 

analysis does not account for the temporal evolution of the pandemic, potentially impacting 

the accuracy of the predictive models. Additionally, the simplified network models and 

assumptions in community detection may not adequately reflect the complexities of real- 

world epidemic spread. Finally, the generalizability of the model may be constrained by 

regional variations and the specific characteristics of the data used, limiting its applicability 

across different geographical contexts. 

Future research will incorporate dynamicity in network analysis on integrated real-world 

pandemic datasets. This approach would improve the model's predictive capabilities, 

enabling it to identify early signs of potential future outbreaks more effectively. Integration of 

large-scale datasets with machine learning models will enhance the accuracy of predictions 

and adapt the model to evolving pandemic scenarios. Future studies will also incorporate 

temporal aspects of dynamic networks and apply unsupervised machine learning methods to 

generate timely predictions for better decision-making. Researchers may compare new 

mathematical models to improve the groundwork laid by this study. Additionally, integrating 

statistical distributions representing large, real-world irregular units could result in more 

realistic and localized architectural models, providing a global perspective on pandemic 

impacts extending beyond national boundaries. 
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