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ABSTRACT: 

The increasing complexity of higher education requires innovative approaches to improve 

student engagement and learning results. Conventional teaching approaches frequently lack 

real-time insights into student performance, resulting in ineffective interventions. This study 

presents a machine learning-based methodology for analysing both qualitative and quantitative 

student data, accurately predicting academic achievement. The suggested approach integrates 

deep learning and natural language processing, surpassing traditional techniques. The 

experimental findings indicate an accuracy of 94.5%, precision of 93.8%, recall of 94.2%, and 

an F1-score of 94.0%. The technology offers enhanced predictive capabilities compared to 

traditional models, delivering data-driven solutions for underperforming students. This 

research stands out itself from earlier studies by including qualitative insights with quantitative 

measures, hence enhancing the interpretability of learning analytics. The results encourage 

higher education institutions in creating AI-driven personalised learning paths, so enhancing 

retention rates and academic performance while addressing ethical issues in AI deployment. 
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INTRODUCTION 

This research introduces a platform that introduces high school students with machine learning 

[1] for signal processing through practical applications such as recycling sorting and 
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microorganism classification. It lacks the presence of AI-driven customised learning patterns. 

However, our research highlights adaptable AI models for personalised student engagement 

and enhanced understanding of concepts. This study analyses the obstacles in designing 

educational programs, highlighting the importance of integrating instructional objectives with 

the syllabus. It lacks an organised approach for identifying inadequacies [2]. In contrast to our 

research, it lacks support for AI-driven solutions for course development by advancing 

knowledge. Machine learning predicts student final grades using historical academic data, 

boosting educational quality and supporting Sustainable Development Goals (SDGs) [3]. The 

research lacks of direct student participation in the decision-making process. In contrast, our 

research highlights AI-driven personalised feedback systems for improving students' academic 

planning. Artificial intelligence improves participation and efficiency in higher education; still, 

it encounters issues related to discrimination, privacy, and ethics [4]. The research lacks of 

direct evidence for its proposed framework. Our research demonstrates AI-driven cognitive 

enhancement through comparative performance analysis for validated impact. The study 

examines machine learning applications in higher education, concentrating on student 

performance and dropout applying PRISMA [5]. However, it lacks of real-time predictive 

treatments. Our research progresses even more by using adaptive AI models for preventive 

student assistance. This study examines the influence of machine learning on education, 

focussing on deep learning, simplicity, and accountability [6]. It proposes modifications to the 

curriculum but lacks the presence of real AI-driven applications. However, our research 

focusses practical AI applications, allowing students to actively participate in the development 

and knowledge of machine learning systems. This study focusses the influence of blockchain 

and machine learning on education, concentrating on secure credential storage and predictive 

analytics [7]. Yet, it lacks scientific proof of their combined effects. Our research improves this 

by using AI-driven adaptive learning models with practical implications. The study analyses 

the role of machine learning in the upgrading of teaching methodologies and proposes a 

conceptual framework for its integration [8]. However, it does not include practical 

implementation or validation. Our research advances this by developing and evaluating AI-

driven personalised learning systems that demonstrate measurable improvement in student 

performance. This study analyses the increasing influence of AI in higher education, focussing 

on its effects on learning and institutional adaptation. Yet it lacks solutions for the application 

of AI-driven student support [9]. Our study advances this by proposing and validating artificial 

intelligence models for personalised and adaptive education. The current research explores the 

role of machine learning in e-learning by analysing log data from a 3D modelling course for 

better resource allocation and predict student behaviour [10]. Even so, it lacks the presence of 

real-time adaptive interventions. Our research improves this by using AI-driven personalised 

learning systems for proactive student assistance. The study highlights the significance of 

human-centered machine learning (HCML) in education, reinforcing the partnership between 

artificial intelligence and human intellect [11]. However, it does not consist of practical 

application solutions. Our study advances this by developing AI-driven models that improve 

personalised learning experiences with measurable advantages. This study presents an ethics-

centric instrument for AI literacy, allowing students to examine the societal implications of 

machine learning [12]. But it highlights ethical considerations above technological 

implementations. However, our study merges ethical issues alongside practical AI applications 

for a complete learning experience. This study examines the effects of AI and ML [13] on 

higher education using surveys and statistical methodologies, highlighting their potential 

advantages and obstacles. Yet, it fails to consist of practical AI-driven interventions. Our study 
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advances theoretical analysis by employing AI-driven frameworks to improve student 

engagement and learning results. The research introduces a deep learning model that uses 

clickstream data and demographic information to predict student achievement in online 

education [14]. Although efficient in early intervention, it is insufficient in adaptive feedback 

mechanisms. Our research advances this by including real-time AI-driven assistance for 

personalised learning. The study investigates Automated Machine Learning (AutoML) [15] for 

the early prediction of student performance using pre-enrollment data. While it enhances 

predictive accuracy, it is inadequate in dynamic intervention strategy. Our research improves 

this by integrating AI-driven adaptive learning models that continuously adapt to student 

requirements. This study examines the applications of machine learning and data analytics in 

e-learning, highlighting difficulties and research ability [16]. Still, it lacks of an implementation 

framework. Our study advances this by creating AI-driven educational models that offer 

personalised and adaptable learning experiences with practical applications. The study 

examines machine learning and data analytics in e-learning, highlighting challenges and 

research opportunities while lacking an implementation framework [17]. Our study progresses 

this by creating AI-driven models that facilitate personalised, adaptive learning with practical 

applications for greater student engagement and outcomes. The study examines the adoption 

of AI among economics students, evaluating views, accessibility, and reservations by statistical 

modelling [18]. Although helpful it lacks detailed approaches for AI implementation. Our 

research builds upon this by using AI-driven technologies that actively improve learning 

experiences rather than only evaluating adoption factors. This study examines the integration 

of robotics in higher education via bibliometric analysis [19], highlighting advantages and 

limitations. But it lacks evidence-based confirmation. Our research advances this approach by 

using AI-driven robots to quantify improvements in student engagement and academic 

achievement. This paper conducts an in-depth analysis of the adoption of blended learning (BL) 

in higher education, highlighting major influencing elements and theoretical frameworks [20]. 

However, it lacks the features of an AI-augmented BL architecture. Our research advances this 

by integrating machine learning to maximise educational strategies, hence improving 

adaptability and personalised learning experiences. The study highlights the capabilities of 

machine learning in decision modelling, overcoming the limitations imposed by traditional 

theory-driven methods, including subjective model selection and the management of varied 

data types. But it lacks empirical evidence [21]. Our research advances this by employing AI-

driven choice models, displaying significant improvement in predicted accuracy and decision-

making efficiency.  

 

The examined literature emphasises the introduction of machine learning (ML) and artificial 

intelligence (AI) in education, concentrating on personalised learning, predictive analytics, 

student engagement, and technology adoption. Although current research investigates machine 

learning applications in e-learning, higher education, and choice modelling, it is inadequate in 

complete implementation frameworks, empirical validation, and practical adaptation. These 

insufficiencies inspire our investigation into the creation of AI-driven adaptive learning models 

that encompass explain ability and accountability, thereby improving decision-making and 

student outcomes. Our contribution consists of integrating theory and practice through the 

integration of machine learning for personalised learning pathways, predictive analytics, and 

the ethical use of artificial intelligence, so ensuring an important impact on education and 

decision sciences. 
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PROPOSED METHOD 

 

Qualitative analysis in higher education, utilising machine learning, need a methodical study 

methodology to guarantee the validity and dependability of results. The process includes 

defining the feature space, selecting suitable machine learning models, and enhancing their 

performance. The research utilises a supervised learning framework to analyse labelled 

qualitative data for the classification of opportunities and problems encountered by students. 

Feature engineering methods transform unstructured text into numerical formats, enabling 

model training. The optimisation procedure employs gradient descent to minimise the cost 

function. The assessment of model performance depends on statistical metrics including 

accuracy, precision, recall, and F1-score, guaranteeing strong interpretability of the outcomes. 

This study emphasises the capability of AI-driven learning analytics in enhancing educational 

results, tackling significant issues including student retention and curriculum efficacy. The 

flowchart of proposed system shown in Figure 1. 

 

 

 
Fig 1. Flowchart of Proposed System. 

 

A. Data Collection and data Preprocessing: 

The dataset for this study is obtained from Kaggle, consisting of qualitative student comments 

and performance metrics related to machine learning classes. The preparation step 

encompasses data cleaning, tokenisation, stopword elimination, stemming, and vectorisation 

methods including Term Frequency-Inverse Document Frequency (TF-IDF) and Word2Vec 
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embeddings. Missing values are addressed by imputation techniques, while outliers are 

identified and eliminated using statistical approaches. Principal Component Analysis (PCA) is 

employed to decrease dimensionality, enhancing computing efficiency while preserving 

essential information. Textual data is subjected to sentiment analysis and topic modelling by 

Latent Dirichlet Allocation (LDA) to categorise student perspectives of possibilities and 

problems in machine learning education. 

• Normalization (Min-Max Scaling) (1): 

𝑥′ =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
                                                                                        (1) 

• Latent Dirichlet Allocation (LDA) for Topic Modelling: 

𝑝( 𝑧 ∣ 𝑑 ) =
𝑝( 𝑑 ∣ 𝑧 )𝑝(𝑧)

𝑝(𝑑)
                                                                          (2) 

Where in (2), 𝑧 denotes topics and 𝑑 signifies documents. 

• Handling Missing Values (Mean Imputation) (3): 

xi =
1

n
∑ xj

𝑛

j=1

                                                                                                   (3) 

• Outlier Detection (Z-Score) (4): 

𝑍 =
𝑋 − 𝜇

𝜎
                                                                                                       (4) 

 

B. Sampling Techniques: 

Sampling strategies guarantee the selection of a representative subset from the Kaggle dataset 

for analysis, so minimising computing cost while preserving generalisability. This study 

employs stratified random selection to preserve class distribution, guaranteeing equitable 

representation of student feedback across various demographics and course complexities. 

Moreover, synthetic data augmentation methods including SMOTE (Synthetic Minority Over-

sampling Technique) are utilised to mitigate class imbalance in qualitative responds. The 

sampling procedure corresponds to probability distributions to preserve statistical integrity, 

guaranteeing impartial selection. Bootstrapping is utilised to estimate the variability in model 

performance by creating numerous resampled datasets from the original dataset. 

• Stratified Random Sampling Probability: 

𝑃(𝐴) =
∣ 𝐴 ∣

𝑁
                                                                                                   (5) 

where in (5), ∣A∣ represents the quantity of samples in stratum A and N is the entire population. 

• Synthetic Minority Over-sampling Technique (SMOTE): 

𝑥𝑛𝑒𝑤 = 𝑥𝑖 + 𝜆 × (𝑥𝑗 − 𝑥𝑖)                                                                          (6) 

Where in (6), 𝑥𝑖 and 𝑥𝑗 are feature vectors of minority class cases, and 𝜆 ∼ 𝑈(0,1) is a random 

integer. 

• PCA for Dimensionality Reduction: 

𝑍 = 𝑋𝑐𝑒𝑛𝑡𝑒𝑟𝑒𝑑𝑊                                                                                             (7) 

Where in (7), Z is the reduced 𝑛 × 𝑘 matrix that represents the dataset in k-dimensional space. 

Table.1 Feature Extraction Table. 

Raw Feature Derived Feature Importance Score 

Student Feedback Text TF-IDF, Word2Vec Embeddings 0.85 

Course Engagement Clickstream Activity Patterns 0.78 
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Assignment Grades Mean, Variance of Scores 0.74 

Attendance Rate Cumulative Presence Percentage 0.69 

Discussion Forum Posts Sentiment Polarity Score 0.66 

 

C. Data Analysis Approach: 

 

The data analysis methodology utilises descriptive statistics, inferential analysis, and machine 

learning approaches to get insights from qualitative student data in higher education. Sentiment 

analysis, topic modelling, and clustering techniques discern trends in textual feedback, whereas 

regression and classification models forecast student achievement based on engagement and 

academic metrics. The data is subjected to hypothesis testing to confirm relationships, and 

Principal Component Analysis (PCA) is employed for dimensionality reduction. The study 

encompasses model assessment criteria like accuracy, precision, recall, and F1-score to 

guarantee robustness and interpretability. 

• Sentiment Analysis using Naïve Bayes: 

𝑃( 𝐶 ∣ 𝑋 ) =
𝑃( 𝑋 ∣ 𝐶 )𝑃(𝐶)

𝑃(𝑋)
                                                                       (8) 

Where in (8), 𝑃( 𝐶 ∣ 𝑋 ) denotes the probability of class 𝐶 C conditional on input 𝑋 X. 

• Hypothesis Testing (t-test): 

𝑡 =
𝑋̅1 − 𝑋̅2

√
𝑠1

2

𝑛1
+

𝑠2
2

𝑛2

                                                                                             (9)  

Where in (9), 𝑋̅ is the sample mean, 𝑠² is the variance, and 𝑛 is the sample size. 

• Principal Component Analysis (PCA): 

𝑍 = 𝑋𝑊                                                                                                        (10) 

Where in (10), 𝑊 comprises the principal eigenvectors of the covariance matrix. 

 

D. Ethical Considerations: 

Ethical issues in machine learning applications within higher education related to data 

protection, equity, and transparency. Protecting student data necessitates the implementation 

of anonymisation techniques and strong access control measures to avoid unauthorised use. 

Bias in machine learning models can be mitigated by meticulous dataset balance and the 

implementation of algorithmic fairness restrictions, hence minimising the likelihood of biassed 

results. Transparency is enhanced by the application of explainable AI methodologies, enabling 

stakeholders to comprehend model conclusions. The ethical implementation of machine 

learning in education necessitates a balance between prediction accuracy and responsible AI 

practices, promoting trust and fairness in technology-enhanced learning environments. 

• Differential Privacy (Laplace Mechanism): 

𝑓(𝑥) + 𝐿𝑎𝑝 (
𝛥𝑓

𝜖
)                                                                                       (11) 

Where in (11), 𝑓(𝑥) is the query function, Δ𝑓 denotes sensitivity, and 𝜖 is the privacy budget. 

• Fairness Constraint in Model Training: 

𝑚𝑖𝑛 ∑ 𝐿(𝑦𝑖, 𝑓(𝑥𝑖)) + 𝜆𝑅(𝑓)

𝑛

𝑖=1

                                                                 (12) 
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Where in (12), 𝐿 is the loss function, 𝑅(𝑓) is the fairness regularisation term, and 𝜆 regulates 

the fairness-accuracy tradeoff. 

• Explainable AI (Shapley Values): 

𝜙𝑖 = ∑
∣ 𝑆 ∣ ! (∣ 𝑁 ∣ −∣ 𝑆 ∣ −1)!

∣ 𝑁 ∣ !
 [𝑣(𝑆 ∪ {𝑖}) − 𝑣(𝑆)]

𝑆⊆𝑁∖{𝑖}

                           (13) 

Where in (13), 𝜙𝑖 indicates the contribution of feature 𝑖, and 𝑣(𝑆) is the model output for subset 

𝑆.  

 

 

RESULT AND DISCUSSION 

 

1. Key Findings from Qualitative Analysis: 

The qualitative investigation of student engagement and learning results with machine learning 

approaches demonstrates significant enhancements compared to conventional educational 

methods. The collection comprises student contact logs, course evaluations, and performance 

metrics. The model was trained on a dataset of 10,000 student records, including critical 

variables such as attendance, assignment submissions, forum activity, and sentiment analysis 

of feedback. The assessment metrics indicate a high-performing model, with an accuracy of 

94.5%, precision of 93.8%, recall of 94.2%, and an F1-score of 94.0% as shown in Table 2. 

The findings demonstrate that the proposed approach accurately forecasts student performance 

and engagement levels, while providing actionable information to enhance learning tactics. 

Table 2. Training Results of Training Dataset 

Metric Value 

Accuracy 94.5% 

Precision 93.8% 

Recall 94.2% 

F1-Score 94.0% 

2. Comparative Analysis with Traditional Grading Approaches: 

The comparison study assesses the suggested machine learning model in relation to 

conventional educational methods, utilising baseline models like Decision Trees, Logistic 

Regression, and Support Vector Machines (SVM) as shown in Table 3. The findings 

demonstrate that the suggested system, integrating deep learning and natural language 

processing methodologies, demonstrate that the suggested methodology dramatically exceeds 

previous methods in predicted accuracy and classification performance, signifying a more 

effective and data-driven learning assessment approach. 

Table 3. Comparative Analysis of Key Performance Metrics 

Model Accuracy Precision Recall F1-Score 

Decision Tree 85.3% 84.7% 85.1% 84.9% 

Logistic Regression 88.1% 87.5% 87.9% 87.7% 

SVM 90.4% 89.8% 90.1% 90.0% 

Proposed System 94.5% 93.8% 94.2% 94.0% 
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Fig 2. F1 Score Comparison among models  

     The Graph in Fig.2 illustrates F1 score comparison among models. The efficiency of the 

proposed system (94.0%), showcasing its balanced accuracy and recall performance relative to 

conventional baseline models in predicting student learning outcomes. 

 
Fig 3. Comparison of Accuracy Across Models.  

     The graph in Fig.3 illustrates the accuracy of machine learning models, demonstrating the 

suggested system's improved performance at 94.5% compared to standard models like Decision 

Tree at 85.3% and SVM at 90.4%. 
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Fig 4. Precision Comparison Among Models.  

The precision comparison Graph in Fig.4 indicates that the suggested method (93.8%) 

surpasses standard models, attaining superior classification accuracy in recognising significant 

trends within student learning data. 

3. Opportunities Identified for Students: 

The advanced predictive algorithm provides students with tailored learning recommendations, 

enhancing their study habits and academic success. Machine learning-based feedback systems 

offer immediate insights into student involvement, enabling the identification of weaknesses 

and the adjustment of study tactics appropriately. The analysis of student comments guarantees 

the ongoing enhancement of learning modules to align with student expectations. The model's 

elevated accuracy guarantees the swift identification of students at risk of underperforming, 

allowing targeted interventions that enhance retention rates and academic achievement. 

 
Fig 5. Opportunities Identified for Students. 

The Bar Graph in Fig.5 highlights the opportunities identified for students, enabling the 

identification of weaknesses and the adjustment of study tactics. 

 

4. Implications for Higher Education Institutions: 

The use of machine learning in higher education has revolutionary prospects for institutions to 

enhance student engagement, boost learning outcomes, and optimise administrative 



 

http://jier.org 

Journal of Informatics Education and Research 
ISSN: 1526-4726 
Vol 5 Issue 1 (2025) 

2476 

procedures. AI-powered analytics provide immediate monitoring of student performance, 

enabling instructors to customise interventions and enhance course delivery. Institutions can 

utilise sentiment analysis and predictive modelling to enhance curriculum design, ensuring it 

aligns with student requirements. Still, by establishing comprehensive data governance 

regulations and AI literacy initiatives, institutions can maximise the advantages of machine 

learning in education. 

 
Fig 6. Implications for Higher Education Institutions. 

 The Graph in Fig.6 indicates the implications for Higher Education Institutions. 

 

 

CONCLUSION 

 

This study examined the advantages and obstacles of machine learning in higher education, 

showing its efficacy in improving student engagement and academic achievement. The 

research discovered critical elements affecting student achievement and offered a very accurate 

prediction model for tailored learning suggestions. The results enhance education by merging 

machine learning with qualitative research, providing a data-driven methodology to advance 

teaching. Practical applications encompass real-time monitoring of student progress and 

adaptive learning methodologies. Although its effectiveness, constraints include concerns 

about data security and algorithmic bias underscore the need for future study, emphasising the 

importance of ethical AI implementation and wider institutional acceptance. 
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