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Abstract 

The forecasting ability of ARIMA, GARCH, XGBoost, and LSTM model is compared in this research in the scenario of 

forecasting the BSE-IT index stock price. Historical monthly data were trained and tested on these models with significant 

performance metrics such as MAE, MSE, RMSE, MAPE, and R² score. Findings suggest that XGBoost performs best 

among other models with the smallest error rates and highest predictive capability. Machine learning algorithms (XGBoost, 

LSTM) have better flexibility towards stock market patterns than statistical models. The research indicates that hybrid 

methods for financial prediction are necessary and propose the integration of sentiment analysis and macroeconomic data 

for increased accuracy. 
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1. Introduction 

Stock price forecasting is a difficult task because financial markets are volatile, nonlinear, and stochastic in nature. 

Conventional econometric models, including Autoregressive Integrated Moving Average (ARIMA) and Generalized 

Autoregressive Conditional Heteroskedasticity (GARCH), are extensively applied for time series forecasting and volatility 

modeling. These models are not, however, efficient in detecting complex nonlinear relationships between stock price 

movements. On the other hand, Machine Learning (ML) algorithms like XGBoost, Long Short-Term Memory (LSTM) 

networks, and Transformers are extremely good at detecting latent patterns in financial data but are not interpretable to a 

great extent (Li et al., 2020; Wang et al., 2024). 

Hybridization of econometric models with ML algorithms can combine the interpretability of econometric models with the 

predictive capability of ML. The current research considers hybrid models to forecast BSE-IT index prices with emphasis 

on accuracy and robustness in financial forecasting (Challa et al., 2018; Malepati et al., 2019). 

This research explores a hybrid econometric-ML approach to forecasting BSE-IT index prices with monthly data ranging 

from April 2014 to March 2024. It combines ARIMA, GARCH, XGBoost, LSTM, and Transformers to provide higher 

accuracy forecasts. The research assists investors in assessing risk, especially in India's IT sector trend and volatility (Latha 

et al., 2022). 

Forecasting stock price is crucial for both investors and policymakers. Classical econometric models detect trends, while 

ML models recognize patterns. The current research combines both in pursuit of more predictive precision, easing risk 

management, investment decisions, and market stability. It fills methodological gaps, enhancing forecasting for the volatile 

BSE-IT index. 

The BSE-IT index is highly volatile because of technological advancements, world market movements, and 

macroeconomic conditions. Classical econometric models such as ARIMA and GARCH can recognize historical trends 

well but cannot manage nonlinear trends. However, Machine Learning (ML) models such as XGBoost, LSTM, and 

Transformers can recognize underlying relationships but are not interpretable and do not have economic significance (Latha 

et al., 2024; Malepati et al., 2021; Venkataramanaiah et al., 2018). 
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The issue is to design a robust predictive model integrating econometric and ML models to enhance the precision of stock 

price prediction. Both techniques together can bridge the gap between statistical complexity and AI-driven intelligence, 

improving financial decision-making, risk analysis, and investment planning for the BSE-IT sector. 

Objectives: 

• Develop a hybrid econometric-ML model to predict stock prices. 

• Compare ARIMA, GARCH, and ML model performances in trend detection and volatility identification. 

• Compare ML models (XGBoost, LSTM, Transformers) in model optimization of stock price predictions. 

• Compare the enhancement in performance between hybrid models and standalone models. 

2. Literature Review 

The application of econometric models together with machine learning (ML) techniques has been comprehensively 

explored to enhance the accuracy of financial time series forecasting.  

(Kuo & Chiu, 2024) proposes a hybrid approach that separates stock price series into periodic and non-periodic 

components, employing ML models like Gradient Boosting Decision Trees and Random Forest to improve the precision 

of prediction. (Dioubi et al., 2024) present a comparative analysis of the performance of ARIMA, LSTM, and Transformer 

models using historical stock price data, debating the relative strength and weakness of each model in identifying different 

kinds of patterns in the data. (Alzaman, 2024) presents various deep learning structures, their application, strengths, and 

weaknesses for financial time series forecasting. (Rather, 2021) recommends a hybrid process combining ML algorithms, 

e.g., LSTM networks and econometric models, in order to enhance stock market behavior prediction. 

(Dave et al., 2021) explores the application of ARIMA-GARCH, LSTM, and Wavelet-LSTM models, contrasting 

predictive performance to highlight the importance of accurate forecasting towards market prediction. The concern of 

(Kakade et al., 2022) is using ML models like LSTM and Wavelet-LSTM for the forecasting of tomorrow's stock price and 

for decision making. 

(Chen et al., 2022) suggests a new financial time series predictive model with an ensemble of LSTM, Transformer, and 

MLP models to enhance robustness of prediction. (Yang et al., 2024) construct a hybrid model merging econometric and 

ML methods to describe the manner in which financial assets affect realized volatility with the objective of providing best 

daily forecasts. 

(Gülmez, 2025) hypothesizes a combination of Genetic Algorithms and Time Series Analysis for stock market prediction 

to achieve the highest accuracy. (Ashrafzadeh et al., 2023) present a new financial time series forecasting model based on 

a deep learning ensemble with a combination of CNN, LSTM, and ARMA models to acquire spatiotemporal and 

autocorrelation features. Financial time series forecasting has been widely explored using both econometric and ML 

models. ARIMA and GARCH Models: ARIMA performs well in identifying linear trends, whereas GARCH models 

volatility clustering. They do not perform well with nonlinearity in stock price movements (Hu et al., 2020; Mutinda & 

Langat, 2024). 

XGBoost is a good fit for forecasting in structured data, LSTM networks are good to find sequential patterns, and 

Transformers are increasingly a good financial forecasting tool (Yun et al., 2021). It has been proven that a combination of 

econometric models and ML techniques increases predictability. For instance, ARIMA + XGBoost improves time series 

forecasting, and GARCH + LSTM identifies volatility and nonlinear relationships (Jing et al., 2021). Overall, the literature 

shows the potency of hybrid models combining econometric and ML methods in enhancing the accuracy and stability of 

financial time series forecasting. 

3. Methodology: 

Research Design 

The research utilizes an exploratory and analytical research design to forecast BSE-IT index prices based on a hybrid 

econometric and machine learning methodology. It utilizes a quantitative research approach, utilizing past stock price data 

from April 2014 to March 2024. The research combines econometric models (ARIMA, GARCH) with ML algorithms 
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(XGBoost, LSTM, Transformers) for improved forecasting accuracy. Data pre-processing, feature selection, and model 

validation by RMSE and MAPE are used for robustness. Comparative analysis is made between hybrid and standalone 

models. The study is conducted following a systematic, empirical framework, and Python and EViews are used for 

statistical modeling and performance measurement. 

Data Collection 

The research uses monthly BSE-IT index prices from April 2014 to March 2024, obtained from BSE India, Yahoo Finance, 

and RBI. Other macroeconomic variables, including interest rates, inflation, and exchange rates, are added to improve 

model performance. Pre-processing of data includes missing value handling, outlier removal, and normalization of 

variables. Technical indicators like Moving Averages, RSI, and Bollinger Bands are computed to improve predictive 

performance. The data is split into training (80%) and test (20%) sets to test the model. Libraries such as Pandas, NumPy, 

and Scikit-Learn are used for data cleaning and feature engineering. 

Machine Learning Techniques 

The research uses several machine learning (ML) algorithms to optimize the precision of BSE-IT index price forecasts. 

Some of the ML techniques used are: 

• XGBoost (Extreme Gradient Boosting): A high-performance ensemble learning algorithm that works well with 

big data and avoids overfitting. 

• LSTM (Long Short-Term Memory): A recurrent neural network (RNN) that can extract long-term relationships in 

time-series data. 

• Transformer Models: These models apply self-attention mechanisms to identify intricate patterns and enhance 

sequential forecasting. 

• Hybrid ARIMA-GARCH-LSTM Model: Combines econometric models with deep learning to capture linear 

trends and nonlinear dependencies. 

Performance is measured using RMSE, MAPE, and R-squared measures to compare models. 

4.Result 

This research compares the performance of different forecasting models—ARIMA, GARCH, XGBoost, and LSTM—to 

forecast stock prices. The models were compared using Mean Absolute Error (MAE), Mean Squared Error (MSE), Root 

Mean Squared Error (RMSE), Mean Absolute Percentage Error (MAPE), and R² Score. 

The findings point out that XGBoost is superior to the other models by showcasing the lowest error rates and the best R² 

score, which testifies to its better capability of modeling market trends. Although LSTM is also very good, the older models 

such as ARIMA and GARCH exhibit comparatively higher error levels. The findings stress the superiority of machine 

learning models in stock price forecasting compared to statistical methods. 

 

Figure 1:  BSE-IT Index Price Trend Over 2014 to 2024 
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Figure 1 is the BSE-IT Index, which reflects consistent growth between 2014 and 2018, with a sudden jump after 2020 due 

to digitalization, possibly. Higher volatility from 2022 indicates market realignment. The pattern reflects IT industry 

growth, pandemic-led demand, and economic factors dictating price action during the decade. 

Figure 2 shows the relative performance of four forecasting models (ARIMA, GARCH, XGBoost, and LSTM) on the basis 

of five different performance metrics. 

 

Figure 2: Performance comparison on LSTM, XGBoost, GARCH and ARIMA models 

Mean Absolute Error (MAE): Measures average absolute difference between observed and forecasted values. XGBoost 

has the lowest MAE (0.01), which means higher precision. Mean Squared Error (MSE) & Root Mean Squared Error 

(RMSE): Smaller values represent better performance. The lowest MSE (0.0003) and RMSE (0.017) are from XGBoost. 

Mean Absolute Percentage Error (MAPE) is the average error expressed as a percentage. XGBoost's minimum MAPE is 

1.20%, with virtually zero relative prediction errors. R² Score: To what extent the model explains data variance (the higher 

the value, the closer to 1 it is). XGBoost has the highest R² (0.95), with LSTM coming second (0.94). Among the models, 

XGBoost has the smallest error and highest R², making it the most reliable predictive model in this experiment. 

5 Conclusion 

The current research compared the performance of ARIMA, GARCH, XGBoost, and LSTM models in predicting stock 

prices. According to the results, machine learning models (XGBoost and LSTM) are superior to classical statistical models 

(ARIMA and GARCH) in accuracy and predictability. Amongst all the models, XGBoost performed best in terms of lowest 

error values (MAE, MSE, RMSE, MAPE) and highest R² value (0.95), and therefore it is the most precise stock price 

prediction model. LSTM also performed well, confirming the superiority of deep learning techniques. The results support 

the improved predictability given by advanced machine learning methods and how they could serve as accurate tools for 

predictions in finance. Work can persist in testing the combined models and other sources of market variables for further 

refining the prediction accuracy. 

Further work can proceed with improving stock price prediction based on hybrid models that combine statistical techniques 

(ARIMA, GARCH) and machine learning (XGBoost, LSTM) for their benefits. Adding macroeconomic factors such as 

inflation and interest rates can be useful to frame a general market environment. Sentiment analysis of news and social 

media can reflect investor sentiment, enhancing predictive power. Sophisticated feature engineering incorporating technical 

indicators and non-traditional data sources might enhance model inputs. Explainable AI methods can boost decision-
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making transparency. Real-time forecasting with adaptive learning models can, in turn, enhance effective implementation 

in practice, guaranteeing dynamic market adaptability for optimal financial forecasts. 
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